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Welcome	to	the	4th Paradigm	of	Science:	Big	Data
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GoodBad

Data	more	important	in	HPC	workloads

Data	intensive	applications High-throughput	applications

I/O	and	MEM	more	impact	on	
performance
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Increased	importance	of		workflows:
Coordinating	application

Managing	data	movements
Coordinating	heterogeneous	resource	use	
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What	is	a	workflow?
“…	a	composition	of	jobs	with	data	or	control	dependencies…”
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Generic	workflow	for	a	sensor	in	a	live	experiment
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Workflows	and	HPC	Schedulers
Schedulers	are	not	aware	of	workflows
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“Chained	Jobs”/Wait	Approach
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Workflows	and	HPC	Schedulers
Schedulers	are	not	aware	of	workflows
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“Pilot	job”/Waste	Approach
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Workflows	and	HPC	Schedulers
Schedulers	are	not	aware	of	workflows
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Generic	HPC	Scheduler
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Improving	Workflow	Scheduling
Minimize	workflow	turnaround	time	

without	wasting	resources

Define	algorithm

“How	much	better	does	it	work?”

“Does	it	work	better?”

“Does	it	break	anything?”
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Best	of
both	
worlds

WoAS:	Workflow	Aware	Scheduling
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WoAS:	In	a	real	Scheduler
The	“views”	system
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WoAS for	Slurm

Compute
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Before Scheduling: 
Decompress

After Scheduling:
Compress
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Open	Source	Patch	for	Slurm 14.8.3

Main	HPC	scheduler	and	Open	Source
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WoAS Evaluation

Theoretical	analysis

Experiments	Simulation

Turnaround	time
Depends	on	eligibility	and	

intermediate	waits

Works,	Better,	Breaks?
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WoAS Evaluation:	Simulations

Workload

5	+1	Days	of	simulated	system

Edison-like	synthetic	jobs

Experiment	specific	workflows	

Workload	and	system	modeled	after	Edison

271	Scenarios,	1626	Experiments.	29	years	of	Edison:	3.8	Million	Core-Years

Edison
Model

Experiment
Definition

Workload
Generator

Simulator

Slurm WoAS

Virtual	Edison

W.	Turnaround	time
W.	Runtime
W.	Wait	time

S.Utilization(Waste)

J.	Slowdown

Logs
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Results:	Does	WoAS work?
Type	A Type	B Type	C
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Results:	Does	WoAS work?
Type	A Type	B Type	C

Turnaround	similar	to	Pilot
No	wasted	resources

It	works (close	to	perfection)!
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Results:	How	much	does	WoAS work	better?
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Results:	How	much	does	WoAS work	better?
LongWide WideLong FloodPlain

Montage Cybershake Sipht

Different	
core-hours	%	for	

workflows W
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3.75x speed-up in complex 
scenarios over Chained

No	wasted	resources

Turnaround	significantly	better	
(close	to	minimum	possible)

It	works	much	better!
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Evaluation:	Does	WoAS break	the	schedule?

Regular	Jobs	Slowdown	Analysis

No significant effect 
on jobs’ slowdown
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ScSF:	Scheduling	Simulation	Framework
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HPC	Scheduling	research	cycle:
Model/generate	workloads	->	scheduling	emulation	->	analysis

Tools	to	run	experiments	in	scale

Slurm simulator	in	its	core:	A	production	HPC	simulator

Open	Source!	Use	it!
And	modular:	free	to	replace	any	of	the	parts
Available	at:	http://frieda.lbl.gov/download
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WoAS:	Take-Aways
31

In-site	scientific	workflows	are	important	in	HPC

Users	forced	to	face	long	turn	around	times… or	to waste resources

WoAS Minimizes	turnaround	time,	without	wasting	resources

Open	Source	patch	for	Slurm!	Use	it!
Download	it	at	:	http://frieda.lbl.gov/download

WoAs Requires	minimum	changes	to	the	scheduler
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source	and	available	at:	

http://frieda.lbl.gov/download
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